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 General Description 

Cognitive science was one of the dominant approaches to psychological processes during (part of) the second half of the twentieth century. One of its main insights is the hypothesis that mental capacities could be explained through the theoretical tools provided by computer science. Despite its success in accounting for numerous cognitive phenomena, a crucial shortcoming of this research program was its inability to connect the computational and information-theoretic characterization of mental processes to their underlying neurological basis, thus casting doubt on the biological plausibility of its fundamental concepts. 
	During the last three decades we have witnessed an unprecedented development of the technological and theoretical tools for manipulating and analysing the neural mechanisms underlying cognitive function and dysfunction, which was considered to constitute a ‘neurocognitive revolution’. Neurocognitive models seem to build a progressively stronger connection between cognition and its biological basis by providing increasingly complex and detailed descriptions of neural mechanisms in computational and/or information-theoretic terms. However, the nature, goals and implications of cognitive neuroscience are still a matter of intense philosophical debate.  
	In the first place, there is a discussion regarding the norms of neurocognitive explanation. The mechanistic approach, which has been the dominant view during the last 15 years, identifies the goal of cognitive neuroscience with the modelling of mechanisms underlying cognitive functions. A mechanism is a structure performing a function in virtue of its component parts, component operations, and their organization. Despite its ability to characterize (and evaluate) a relevant part of the explanatory practices in the field, a number of philosophers have recently argued that mechanism constitutes a very narrow view of neurocognitive explanations, failing to account for the explanatory power of, for instance, structural models (which do not refer to causal relations) or dynamical models (which do not describe fixed organizations, components or operations).
[bookmark: _GoBack]	In the second place, there is a widespread metaphysical discussion concerning the cognitive ontology of neural mechanisms, that is, which cognitive properties can be attributed to neural components and activities and organization. A first question is related to the identification of the basic building blocks of neurocognitive processes. The classic view, which is the functional version of the ‘neuron doctrine’, posits that individual neurons are not only anatomical but also cognitive basic components of our mental capacities. On the contrary, a ‘population doctrine’ claims that the contribution of individual cells to cognitive processes can only be understood when neurons are viewed as part of neural assemblies, populations or circuits. A second question is how we should understand these building blocks and the mechanisms they constitute. In this regard, a crucial concern is whether neural processes are better characterized in information-theoretic and computational terms or, on the contrary, cognitive processing can be implemented by network properties that do not involve information or computation. For instance, network neuroscience is a thriving field in which cognitive capacities are often explained by purely graph-theoretic or dynamical properties of neural structures. Finally, there is a debate regarding the relationship between cognitive neuroscience and classic cognitivism. A central issue is whether cognitive neuroscience supports the classic cognitivist view that cognition is representation manipulation. If the kinds of (dynamical, information-theoretic, graph-theoretic or computational) properties implemented by neural structures are inconsistent with a minimal notion of representation, then it is possible that cognitive neuroscience will not contribute to bridging the gap between classic cognitive levels but rather characterize them in a completely new manner. 
	 
	
Aims

Upon completion of the course, the students should be able to

· understand the main aspects of the mechanistic approach to neurocognitive explanation, the different problems imposed by dynamic and structural models and the main responses to these problems.
· become familiar with the arguments that support the transition from the ‘neuron doctrine’ to a ‘population doctrine’, the advantages and disadvantages of the different formal frameworks for analysing neural populations and the relationship (or lack thereof) between cognitive neuroscience and classical cognitivism.
· engage in philosophical discussion, look for the relevant literature and construct properly philosophical arguments. 
· write a philosophical paper contributing to one of the main addressed debates. 
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IV. Cognitive ontology in neuroscience. Building blocks: From the Neuron Doctrine to the Population Doctrine 

Mandatory Readings. 
  
(i) Barlow, H. B. (1972). Single units and sensation: a neuron doctrine for perceptual psychology?. Perception, 1(4), 371-394.
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V. Cognitive ontology in neuroscience. Basic properties: Information-theoretic, computational, dynamical and graph-theoretic approaches 
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VI. Cognitive ontology in neuroscience: Neural Representations

Mandatory Readings. 

(i) Piccinini, G. (2018). Computation and Representation in Cognitive Neuroscience. Minds and Machines 28(1): 1-6.
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 Methodology 

Encouraged participation in the seminar is expected, and students should arrive having carefully read the assigned material, and having prepared their thoughts and questions about the readings in advance. For this purpose, students are required to circulate at least 1 and a maximum of 2 pages of double-spaced writing before 7:00 p.m. the night before each seminar session at the latest. These texts should concern the readings scheduled for the session that will take place on the following day. The students must send their texts to the group as email attachments. The aim of these written exercises is to deal with the mandatory readings. The students can do this in the way that is most useful to them, summarizing the material, criticizing one of the arguments or defending the author of a possible criticism. These documents will not be given any marks, but students must send them all to pass the course.

Assessment

-Two individual oral presentations of selected texts (weight: 20% each).

-A written research essay (weight: 60%).
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